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RL agents still lack some human skills Explanations help learn odd one out tasks  Explanations allow OOD generalization
While RL agents can accomplish incredible things from reward alone, they e Agents with explanations (purple) learn tasks well; agents without fr()m amblguous tralnlng

still struggle with abstract, causal, and relational tasks that we consider explanations (yellow) do not.

key examples of human intelligence. Why? What if training is ambiguous? Train (confounded):

— . | e |In both 2D and 3D environments.

U

e Train where a single object is
unique along all dimensions.
e Evaluate OOD: a different object

unique along each dimension.

e Without explanations, agent Evaluation (deconfounded):
primarily uses easy feature. l . ’ l
e With single-dimension

explanations, agent generalizes
along that dimension.
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Reward is enough for intelligence?

— Explanations No explanations: easy feature bias With explanations: follows explained dimension
David Silver & &, Satinder Singh, Doina Precup, Richard S. Sutton No explanatlons
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Explanations prevent fixation on shortcuts s - cence. 28 W —
Humans learn from language; in T 25 — = 2 257 —— Explain color, choose color
. . . . It's not compiling because . . . © == [ Explain shape
particular explanatlons,bwhlch link ]\ your CUDA version is old e In 2D, agents trained without explanations learn the easy features, but it 88 — Explain texture
concrete situation to abstractions : : p " : 0 0
. fixate on these inadequate “shortcuts”, and fail to learn harder ones. 1 2 3 4 > 1 3 4 >
that are: i 5 . . . Training steps le8 Training steps le8
o Causal e Agents trained with explanations learn the full structure.
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e Generalizable to future situations ‘ e ‘
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Could explanations help RL agents n y

° \
to learn and generalize?
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Explanations allow agents to learn to
=gl P Lot LLgRAAS “  perform causal experiments

0 0 0
° ' Trazining st3eps ! 1<285 ° Trazining st3eps ) 1685 ° ' Trazining st3eps ) 1685 ° ' Trazining st3eps ) 1€85 Abracadabra! .
iti (b) Color. (c) Shape. (d) Texture. Can agents discover causal .- e o)

(a) Position.
structure for themselves?

Odd one out tasks Easier — > Harder
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e Meta-learning setting, where g _ ....
i i g /
e Choose the object that has a unique feature, among objects that vary ?ghent experl.encesgl‘c?urﬁtrlalsr.] i et ”
. . . . o Transform texture} .. g
along many dimensions. Hard to learn from rewards alone, requires Controls. baselines. etc t has a magic wand infirst three =,/ . iy, b\
SRPR : : ’ ’ ° trials that can transform objects. | E % ) \\ 2
considering all objects + relations! A ; : N & A % :
e Language is not necessary, but could explanations help? . . . ¢ Agent has to experiment to Teanstorm cologl-rrreenrr__ 2
Explanations outperform higher- Explanations that respond to discover which feature matters. ;; . ‘ ‘ ‘ ‘ s
. Information unsupervised losses. agent’s behavior are best. e Final trial is a deconfounded test | © / 5
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e Teacher (environment) provides .. Explanations as input are worse. Task curricula are less effective. S 25 T L fr; 25 = — — =g -
: : : . V-trace ' Reconstruc . Generate i =
explanatlon. responding to agent actions. 7 v . Image i Explanation g e 100 Y A (0 " S S A A i
e Agent predicts, learns from errors. (MLP) (MLP) (ResNet > 15 e S A einho steps - IeS Training steps 1e9
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The teacher will say. g o }:, Transform color! Tranfi;o_r_n.liolor'
“Correct, it is uniquely large.” T v U 7 4.5 oo 7 // ,,,,,
T, GTrXL e _\4é — A arig.) 2 = i A A A A A / .A A
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ALAS A AN | © —— As inputs —— Curriculum (shared)
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Incorrect, other objects are large, Tmage Training steps 18 L e P LY tom) and results (top). tom) and results (top).

purple, solid, or triangles.”



